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Scientific progress and accomplishments Problems involving massive
amounts of data arise naturally in a variety of disciplines, such as
spatial databases, geographic information systems, text repositories,
string databases, constraint logic programming, object-oriented
databases, statistics, virtual reality systems, and computer graphics.
NASA's Earth Observing System project, the core part c¢f the Earth
Science Enterprise (formerly Mission to Planet Earth), produces
petabytes {107{15} bytes) of raster data per year!

A major challenge is to develop mechanisms for processing the data
efficiently, or else much of it will be useless.

The bottleneck in many applications that process massive amounts of
data is the I/0 communication between internal memory and external
Menory.

The bottleneck is accentuated as

processors get faster and parallel processors are used. Parallel disk
arrays are often used to increase the I/0 bandwidth.

The geoal of this proposal is to deepen cur understanding of the limits
of I/0 systems and to construct external memory algorithms that are
provably efficient. The three measures of performance are number of
I/0s, disk storage space, and CPU time. Even when the data fit
entirely in memory, communication can still be the bottleneck, and the
related issues of caching become important.

Thecoretical work involves development and analysis of provably
efficient external memory algorithms and cache-efficient algorithms for
a variety of important application areas. In [CRChandbook], we give a
broad survey of the state of the art in the design and analysis of
external memory algorithms and data structures.

We address several batched and con-line problems, inveolving text
databases, prefetching and streaming data from parallel disks, and
database selectivity estimation. Our experimental validation uses our
TPIE programming environment.

Most RDBMSs maintain a set of histograms for estimating the
selectivities of given queries. These selectivities are typically used
for cost-based query optimization. While the problem ¢f building an
accurate histegram for a given attribute or attribute set has been
well-studied, little attention has been given to the problem of
puilding and tuning a set of histograms collectively for
multidimensicnal queries in a self-managed manner based only on query
feedback.

In [Lim et al]l, we present SASH, a Self-Adaptive Sel of Histograms that
addresses the problem of building and maintaining a set of histograms.
SASH uses a novel two-phase method to automatically build and maintain
itself using query feedback information only. In the online tuning
phase, the current set of histograms is tuned in response to the
estimation error of each query in an online manner. In the
restructuring phase, a new and more accurate set of histograms replaces
the current set of histograms. The new set of histograms (attribute
sets and memcry distribution) is found using informaticn from a batch
of guery feedback. We present experimental results that show the
effectiveness and accuracy of our approach.

The proliferation of online text, such



as on the World Wide Web and in databases, motivates the need for
space-efficient text indexing methods that support fast string
searching. In this scenario, consider a texnt T that is made up of n
symbols drawn from a fixed alphabet Sigma and that is represented in n
log

|Sigmal bits by encoding each symbol with log |Sigmaj

bits. The goal is to suppert guick search gueries of any string
pattern P of m symbols, with T being fully scanned only conce, namely,
when the index is created.

Text indexing schemes published in the literature are greedy of space
and require additional Omega{n log n} bits in the worst case. For
example, suffix trees and suffix arrays need Omega(n) memory words of
Omega{log n) bits in the standard unit ccst RAM. These indexes are
larger than the text itself by a factor ¢f Omega{log |Sigmai n), which
is significant when Sigma is of constant size, such as ascii or
unicode. On the other hand, they support fast searching either in C(m
log |Sigmal) time or in O{m + log n) time, plus an output-sensitive
cost Ofocc) for listing the pattern occurrences.

In [Grossi et all, we present a novel implementation of compressed
suffix arrays exhibiting new tradeoffs between search time and space
occupancy for a given text (or

sequence) of n symbols over an alphabet Sigma, where each symbol is
encoded by lg |Sigma| bits. We show that compressed suffix arrays use
just nH h + O(n lg lg n/ lg |Sigmal n) bits, while retaining full text
indexing functionalities, such as searching any pattern sequence of
length m in C{m lg |Sigmal + peolylog{n)) time. The term H h <= lg
ISigma| denotes the hth-order empirical entropy of the text, which
means that our index is nearly optimal in space apart from lower-order
terms, achieving asymptotically the empirical entropy of the text {(with
a multiplicative constant~1}. If the text is highly compressible so
that H n = o(1) and the alphabet size is small, we obtain a text index
with o{m) search time that requires only o{n) bits.

We also report further results and tradeoffs on on high-order entropy-
compressed text indexes.

In [Grossi et al}l, we report on a new and improved version of high-
order entropy-compressed suffix arrays, which has thecretical
performance guarantees similar to those in our earlier work, yet
represents an improvement in practice.

Qur experiments indicate that the resulting text index offers state-of-
the-art compression. In particular, we reguire roughly 20% of the
coriginal text size--without requiring a separate instance of the text--
and support fast and powerful searches. Tc our knowledge, this is the
best known method in terms cof space for fast searching.

We have developed extremely promising versions of a new and improved
high-order entropy-compressed suffix arrays, which has theoretical
performance guarantees similar to those in our earlier work, yet
represents an improvement in practice. Our experiments indicate that
the resulting text index offers state-of-the-art compression. In
particular, we reguire roughly 20% of the original text size--without
requiring a separate instance of the text--and support fast and
powerful searches. To our knowledge, this is the best known method in
terms of space for fast searching.



We have explored the use cof this structure for text compression only,
without use of the indexing capabilities. The resulting method compares
favorably with the best methods known.

We have also investigated algorithms for massive memory probklems, such
as database optimization of ranking algorithms, especially those that
are "rank-aware" and that adapt dynamically to the characteristics of
the data encountered. Another problem of infterest deals with deviant
detection in data streaming applications, in which the data comes so
fast that it must be handled in a real-time manner without later
processing. We have also investigated novel caching and buffering
mechanisms for optimizing parallel disks.

Query optimization in IBM's System RX, the first truly hybrid
relational ¥ML data management system, reguires accurate selectivity
estimation of path-value pairs, i1.e., the number c¢f nodes in the XML
tree reachable by a given path with the given text value. Previous
techniques have been inadeguate, because they have focused mainly on
the tag-labeled paths (tree structure) of the XML data. For most real
XML data, the number of distinct string values at the leaf nodes is
orders of magnitude larger than the set of distinct rooted tag paths.
Hence, the real challenge lies in accurate selectivity estimation of
the string predicates on the leaf values reachable via a given path.

In [Lim et al], we present CXHist, a novel workload-aware histogram
technique that provides accurate selectivity estimation on a broad
class of XML string-based queries. CXHist builds a histogram in an on-
iine manner by grouping queries into buckets using their true
selectivity obtained from guery feedback. The set of queries
associated with each bucket is summarized into feature distributions.
These feature distributions mimic a Bayesian classifier that is used to
route a guery to its associated bucket during selectivity estimation.
We show how CXHist can be used for two general types of {(path,string)
queries: exact match queries and substring match queries. Experiments
using a prototype show that CXHist provides accurate selectivity
estimation for both exact match queries and substring match queries.
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